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摘  要：提出了支持向量机和神经网络的融合发展观。分析了支持向量机和神经网络的异同点。

从认知模型角度探讨了神经网络认知模型对于支持向量机认知模型发展的指导作用，提出了支持

向量机认知模型概念和发展思路；从支持向量机算法思想角度，提出了一类神经网络算法的发展。
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     Fusion Development of Support Vector Machines and Neural Networks

                                                LI Ying - hong, WEI Xun - kai

           (The Engineering Institute, Air Force Engineering University, Xitm, Shaanxi 710038, China)

Abstract:This paper proposes a standpoint of fusion development of support vector machines (SVM) and neural

networks (NN), and argues that SVM and NN are equivalent in function hut different in implementation algorithm.

In term of cognitive model, it discusses the guidance effect of NN cognitive model on SVM counterpart develop-

ment, and simultaneously investigates the concepts and development methods of SVM cognitive model in detail. Fi-

nally, it proposes a class of NN algorithm development from the angle of core idea of SVM algorithm.
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Abstract: For an AGWN channel, based on Log - MAP decoding algorithm, quantization and fixed - point number

representation of all the data which are produced during the SISO iterative decoding of turbo codes are analyzed and

studied systematically. According to data observation and anatomy of algorithm, with Monte Carlo simulation, this

paper presents the fixed - point representations and quatization details of the data such as received information, ex-

trinsic information, the channel reliability value, state metric, etc. By the quatization scheme determined in this

paper a better tradeoff between the decoding performance and implementation complexity can be obtained, and the

degradation of performance is not more than 0.15 dB.

Key words : Log - MAP algorithm, quantization ; received data ; reliability of channel; extrinsic information; state

metric


